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Introduction
Fairness in ML ensures that algorithms produce unbiased outcomes, treating all 
individuals equally regardless of characteristics like race, gender, or age. 

ML models used on certain datasets yield biased and unfair outcomes. As a result, 
mechanisms ensuring fairness in ML have emerged.

Fairness

Fairness mechanisms: pre-process, in-process, post-process 
Post-process : Do the fairness optimization on the predictions of ML model

Measure: Equal opportunity difference :

|P( 𝑌 = 1|𝑌 = 1, 𝐴 = 1) – P ( 𝑌 = 1|𝑌 = 1, 𝐴 = 0)|  [0,1]
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Goal of the Project

Fairness can be evaluated w.r.t. different features (age, gender, race). 

How does fairness optimization for one feature influence the others?
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Accuracy

German Credit Dataset
The dataset has:
• 1000 entries 
• 20 features/descriptors (such as age, gender, credit amount, purpose)
• 2 sensitive features: age and gender
Binary classification : If the credit of a person is good or bad in terms of 
risk

Bias
One very common source of bias is under-representation bias.
There are bias injection methods to simulate this type of bias in order to 
understand its consequences. 

Pipeline: Inject bias at different levels and check the effects on fairness 
optimization algorithms

Results

Similar results were obtained for gender.
There is no clear correlation between age fairness improvement and gender 
fairness improvement.
There might be a negative correlation between age fairness improvement and 
accuracy.
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